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Executive Summary 

 

In light of recent and historical active shooter and other violent episodes in places of work, 

strategies that can rapidly identify high risk incidents using remote sensing systems are of 

increasing importance.  The use of CCTV and other massive sensor networks to detect physical 

gestures that are associated with anger, frustration, and other high valence emotions.  

Strategies involving a SmartCities framework that optimize early detection of violence through 

CCTVs and related technologies as a distributed sensor network has implications for multiple 

sectors including healthcare, education, transportation, energy, chemical, government, and 

entertainment.  Smaller private businesses and rural municipalities may also benefit from such 

approaches as these systems may ultimately reduce the number of personnel dedicated to 

monitoring.  Compared to other emotions, fairly little is known about anger.  Similarly with 

sensor-based activity detection considerable gaps remain in understanding how to detect the 

prodromal phase of anger in video feeds.  Currently, large amounts of gestural information is 

available from existing CCTV and related systems that goes unanalyzed.   

Background 

Over the past few decades, closed circuit television (CCTV) and related technologies became 

increasingly popular in a wide range of passive monitoring applications.  This has only 

increased with the advent of internet-based video security systems in recent years and been 

further complicated by live social media video feeds.  However, overwhelming amount of video 

data, estimates that more than 99% of surveillance video is unviewed [1, 2]. Security 

professionals are unable to view, analyze or respond to video, which is often providing 

information with multiple views and numerous locations.   

 

Automated analysis of CCTV, live social media, and other video streams is recognized as one 

of the only viable avenues for leveraging information about unfolding high-risk events, however 

a number limitations persist. Several high-level strategies for video based behavioral risk 

analysis exist including detection abnormal individual behaviors, abnormal small group 

behaviors (e.g. dyads or triads), and monitoring crowd level dynamics [3, 4].  These approaches 

broadly fit into a SmartCities framework [5, 6], but also have important implications for the 

private sector [7, 8].   

 

Increasing concerns around active shooter incidents or other internal or external threats to 

employee safety suggest that optimizing the use of passive video security systems into early 



violence detection systems, which can trigger alerts and generate rapid crisis response are 

important next steps [9].  Ultimately, well-designed automated systems that use strategies 

garnered from machine learning can interrogate massive amounts of video data without human 

intervention.  When an event that has a high probability of turning violent is detected, an alert to 

a human monitor for verification can be generated.  This sociotechnical systems approach, with 

human cross-check, is important in order to minimize issues around false positives [10].  

Further, because the human monitor would likely be receiving only complex visual information 

that requires attention and thought, the role of video monitoring becomes an engaging rather 

than a boring tasks [11, 12].  The human monitor on determining a real threat exists can request 

security or law enforcement intervention with specific location and situational dynamics 

information.  However, several issues remain and substantive improvements in each of these 

areas are needed to ensure automated CCTV based crisis detection systems are sufficiently 

accurate.  

 

Problems 

A number of research problems exist in this field.  First among them is the lack of long, 

untrimmed video with realistic fights occurring.  Most prior research focused on snippets of 

video, where prodromal events are removed, and where the fight sequence information is 

already pre-identified [1, 13] .  Most available data sets are based on general activity that does 

not include fights, involve snippets extracted from Hollywood movies, or are created though 

faked violent actions [1].  One study collected 1,000 CCTV videos containing real world fights 

obtained from YouTube.  Footage includes actions like punching, kicking, pushing, wrestling, 

with two or more people.  Notably, videos that were not CCTV footage were dropped.  This 

approach suggests that paths toward creating high quality marked data for machine learning is 

possible, but special attention should be paid to ensuring that the time before the altercations is 

also included so that all precursor events or weak signals indicating that a fight is about to occur 

can also be studied.  

Another issue is that frame level data label is time-consuming, which limits the number of large-

scale violent video data sets [13].  Hand-crafted features to extract audio information [13]– look 

at low level features that may not be robust. Some specific problems emerge with the variability 

in available videos for analysis, including lighting differences, camera vantage points, image 

quality, stability of camera, and color vs. black and white images [14].  Further, many initial 

studies examining video data for fights or expressions of anger focus only on visually available 

information, but not audio.  Some authors have emphasized that early indicators of aggression 

may be best detected through vocalization, thus underscoring the importance and complexity of 

approaches that involve large numbers of distinct sensor types.  With this, issues around multi-

channel data fusion and pre-processing prior to machine learning emerges.   

Notably, the considerations around detection of overt anger and fighting behaviors in CCTV 

feeds may serve as a distraction from the more subtle issue, which include the identification and 

detection of the prodromal signs that rage is about to occur, which often do not produce signal 



in the typical sense.  Pauses in action or pauses in verbal exchange, stand-offs where two or 

more people are arguing but have not yet engaged in an altercation, and other areas where lack 

of overt aggression are key to understanding anger must also be factored in.  Early detection of 

the potential for violence, rather than simply detecting the occurrence of violence, should remain 

the ultimate goal [1].  

 

Current State of the Art 

Some of the more technical considerations around current state of the art in video-based activity 

detection systems include findings that motion information (optical flows) improves performance 

over RGB-only models [1].  A number of machine learning approaches have been examined, 

including weakly supervised violence detection [13], scale-invariant feature transformation, 

spatial-temporal interest point (STIP), histogram of orientated gradient (HOG), histograms of 

oriented optical flow (HOF), motion intensity, deep convolutional neural networks (CNN), multi 

Stream CNN [14], as well as 2D and 3D skeletal representations for action detection [14].  

Some algorithms for violent scene detection in video exist include MediaEval and Fighting 

detector [13].  Notably, surveillance cameras have more stable backgrounds than many of the 

dataset exemplars, making the detection problem easier to resolved.  Existing labeled violent 

video data sets include: HockeyFight, Peliculas, Technicolor, Violent Flows, UCF-Crimes, 

Surveillance Camera Fight Dataset [14]. 

Future Solutions 

Advanced considerations in this space include intelligent decision support for CCTV monitoring 

stations, providing humans-in-the-loop with guidance about the types of strengths and 

weakness of artificial intelligence driven video violence detection, offering suggested courses of 

action dynamically given the situational parameters, and feeding real-time information about 

perpetrators to law enforcement once a human monitor has determined that a violent act is 

actually taking place [15].  The human-in-the-loop step is an important consideration for legal 

and constitutional considerations as well as practical ones [16].  Information for law enforcement 

might include the number of perpetrators, location, direction, escalation patterns (e.g. if a fist 

fight has escalated to include weapons), etc.  To achieve systems with reasonable true positive 

rates that also adequately minimize both false positive and false negative concerns, fusing data 

from multiple sensor platforms (multiple video vantage points, audio, context data, etc.) will be 

an important goal [17-19].  Dynamic integration of other data sources, including livestreamed 

social media from an incident scene are other areas for advanced work [20-22]. 

Conclusion 

Artificial intelligence activity detection for violent action using large scale networks is an area of 

increasing interest and focus in both academic and business communities.  In the wake of 

active shooter incidents in multiple sectors of society, the ability to rapidly detect a violent actor 



using massive amounts of video data produced by CCTV and other passive sensors is 

becoming a priority.  A number of video analysis strategies have been utilized with marked 

success, but problems in terms of early detection of warning signs remain.  Ultimately data 

fusion, integrating multiple types of data and feature selection that optimizes available 

information in these data streams is likely to be a key strategy to optimizing accuracy.  

Strategies that balance public safety, privacy, legal, and ethical considerations will need to be 

developed.  This approach fits broadly into the Smart & Safe Cities initiatives, but also has 

implications for businesses of all sizes and rural municipalities. 
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